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STADe: Sensory Temporal Action Detection via
Temporal-Spectral Representation Learning

Bing Li, Haotian Duan, Yun Liu, Le Zhang, Wei Cui, Joey Tianyi Zhou

Abstract—Temporal action detection (TAD) is a vital challenge in computer vision and the internet of things, aiming to detect and
identify actions within temporal sequences. While TAD has primarily been associated with video data, its applications can also be
extended to sensor data, opening up opportunities for various real-world applications. However, applying existing TAD models to sensory
signals presents distinct challenges such as varying sampling rates, intricate pattern structures, and subtle, noise-prone patterns. In
response to these challenges, we propose a Sensory Temporal Action Detection (STADe) model. STADe leverages Fourier kernels and
adaptive frequency filtering to adaptively capture the nuanced interplay of temporal and frequency features underlying complex patterns.
Moreover, STADe embraces adaptability by employing deep fusion at varying resolutions and scales, making it versatile enough to
accommodate diverse data characteristics, such as the wide spectrum of sampling rates and action durations encountered in sensory
signals. Unlike conventional models with unidirectional category-to-proposal dependencies, STADe adopts a cross-cascade predictor
to introduce bidirectional and temporal dependencies within categories. To extensively evaluate STADe and promote future research in
sensory TAD, we establish three diverse datasets using various sensors, featuring diverse sensor types, action categories, and sampling
rates. Experiments across one public and our three new datasets demonstrate STADe’s superior performance over state-of-the-art TAD
models in sensory TAD tasks. Code, models, and data will be released.

Index Terms—Temporal Action Detection, Sensory Data Representations, Sensory Temporal Learning

✦

1 INTRODUCTION

T EMPORAL action detection (TAD) aims to accurately lo-
calize and identify actions within a temporal sequence,

which is an essential and formidable task in many estab-
lished fields such as computer vision and internet of things.
The study of TAD originates from the computer vision
community [1], where the increasing prevalence of video
data such as surveillance raises crucial requirements to
automatically analyze and understand temporal dynamics.
While TAD is often associated with video, the concept has
been extended to other temporal data, including sensor
data [2]. In sensor data, actions or events can be represented
as patterns or sequences of sensor readings over time, and
the task is to localize and recognize specific actions or
events of interest within the sensor data. TAD of sensory
signals can be applied in many domains, such as human
activity recognition [3], [4], environmental monitoring [5],
and industrial automation [6].

Recently, deep neural models have emerged as the dom-
inant approach in video TAD. Models like SSN [7] and
AFSD [8] have been established as the de-facto standard.
They utilize expressive deep neural backbones such as
I3D [9] and X3D [10] to generate features and employ
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various decoding strategies (e.g., actionness-grouping and
anchor-based methods) to localize and identify potential
actions. Their proficiency in capturing meaningful patterns
has led to impressive performance in video TAD. However,
the exploration of deep neural power in sensory TAD is
still in its nascent stages. Existing sensory TAD models
predominantly adhere to traditional methodologies such
as policy-based noise removal, threshold selection, and
Change Point Detection (CPD) methods [11] for activity
segmentation. These ad-hoc methods are closely coupled
with domain knowledge specific to the data or tasks at hand.
Consequently, they lack enough flexibility to detect different
action patterns, leading to inferior performances compared
to their video TAD counterparts.

Despite the remarkable power and effectiveness of deep
neural video TAD models, transitioning them from video
TAD to sensory TAD presents non-trivial challenges. A fun-
damental distinction in understanding sensory TAD com-
pared to videos lies in its intrinsic temporal-spectral patterns.
Sensory signals, such as wireless or acoustic signals, fun-
damentally demonstrate wave-based properties [12]. This is
in contrast to videos, where each frame captures a specific
moment, and actions unfold gradually, revealing temporal-
spatial arrangements. The wave nature of sensory signals
not only introduces spectral details induced by the Doppler
effect of physical movement but also contains temporal-
spectral patterns in the form of frequency shifts (spectral
variations) over time. These patterns illustrate the intri-
cate interplay between temporal and spectral features. For
instance, sudden or gradual transitions in the temporal
domain influence the spectrum by introducing new frequen-
cies or altering existing ones. Rapid temporal changes lead
to a broad spectrum with energy spread across multiple
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TABLE 1
Primary distinctions between video TAD and sensory TAD.

Task Characteristic

Feature Frame rate Propagation SNR

Video TAD Temporal-Spatial Approx. 25 Instant High
Sensory TAD Temporal-Spectral Varied Delay Low

frequency bands. Therefore, sensory TAD is supposed to
have a notable emphasis on temporal-spectral patterns,
where effectively capturing relevant information requires
the adaptive fusion of temporal and spectral features.

The unique pattern schema, apart from its hardness,
offers advantages for sensory TAD. In this schema, the start
and end positions of actions are represented by changes in
speed, and different action types exhibit varying speeds.
While the success may rely on the interdependence of
spectral and temporal aspects. On one hand, spectral data is
analyzed relative to the temporal duration (i.e., proposals)
for computational purposes. Understanding the dynamics
of action types in terms of their start and end dynamics is
crucial for detecting proposals.

Adding on the temporal-spectral pattern schema, certain
characteristics (summarized in Table 1) in aspects such as
data sampling and signal propagation directly influence the
temporal-spectral patterns of sensory data, further compli-
cating an effective sensory TAD solution:

1 Low signal-to-noise ratio. Sensory signals typically ex-
hibit higher levels of noise compared to vision data, often
characterized by a low signal-to-noise ratio (SNR) [13]. In
contrast, video data frequently contains well-defined ob-
jects that can be distinguished from background noise. The
prevalent noise and interference in sensory signals intro-
duce an extra layer of complexity to the analysis, rendering
the identification of meaningful patterns more challenging.

2 Diverse sampling rates. Unlike the standard 25 fps frame
rate typical in video data, sensory data usually spans a
broad spectrum of sampling rates, ranging from under 1 Hz
(e.g., CO2 sensors) to over 1,000 Hz (e.g., WiFi signals). This
wide-ranging sampling frequency brings extra hardness in
temporal granularity, spectral resolution, and time com-
plexity, necessitating the model’s adaptability. Specifically,
a prime challenge is how to manage temporal scale due
to differences in frame rates and action durations. Cur-
rent TAD methods, such as snippet-level grouping strate-
gies [14], [15], are predominantly tailored for video data
with a standard intermediate frame rate. This inherently
lacks the flexibility to handle transitions between high and
low frame rates. Furthermore, the variations in scale pose
challenges in selecting the appropriate spectral resolution,
following Fourier uncertainty principles [16]. This principle
implies that a signal cannot possess arbitrary precision
simultaneously in both the time and frequency domains.
Lastly, ultrahigh-frequency data (e.g., exceeding 1,000 Hz
like WiFi data) typically accompanies extended temporal
lengths. Consequently, this results in prohibitively high
time consumption for existing models, such as actionless
grouping models like SSN [7] and BSN [17], due to their
quadratic computational complexity of O(n2).

3 Impacts of propagation. Unlike optical signals, which are
real-time, signals from other sensors (e.g., acoustic devices)
traveling through the medium may have delays, reflec-
tion, absorption, or scattering. This gives rise to potential
temporal lags and blurred boundaries due to factors such
as the echo effect [18]. As a result, rather than aligning
precisely with a single time instance, a reading may also
contain the “residuals” of historical moments (i.e., historical
dependency of boundaries). Compounded by the absence
of a coherent definition concerning the temporal extent of
an action [19], this aggravates the hardness of precisely
determining the start and end points of an action, where the
dynamics can become indistinct and overlapping, further
complicating the analysis.

In this paper, we propose a Sensory Temporal Action
Detection (STADe) model, which strategically combines the
strengths of video TAD methodologies with unique in-
sights from sensory data to facilitate sensory TAD tasks.
STADe leverages the Aligned Temporal-Spectral Encoding
(ATSE) backbone to enable effective representation learning,
adaptively capturing the intricate interplay between tem-
poral and spectral features. The ATSE backbone preserves
the advantages of temporal-spatial representations of 3D
backbones (e.g., I3D), meanwhile, it seamlessly incorporates
spectral information with Fourier kernels being compatible
and alignable with the convolution-based temporal-spatial
features. Considering the spectral domain resembles sig-
nal decomposition, we use an adaptive frequency filtering
mechanism to eliminate background noise (trait 1 ) in a
trainable manner. To address the challenge of variances
in scales introduced by diverse sampling rates (trait 2 ),
we capture and fuse temporal-spectral features at varied
spectral resolutions and temporal scales. To facilitate pre-
diction accuracy and rectify blurred boundaries resulting
from the propagation (trait 3 ), we introduce novel depen-
dencies beyond the conventional category → proposal. These
include bidirectional dependencies between proposals and
categories, as well as historical dependencies within cat-
egories. Our pioneering approach diverges from conven-
tional methods by introducing a cross-cascade predictor that
facilitates TAD predictions through cross-cascade, enabling
the simultaneous optimization of proposal generation and
action recognition. Furthermore, we build three diverse
datasets using various sensors, featuring diverse sensor
types, action categories, and sampling rates, enabling the
thorough training and evaluation of sensory TAD models.
We will make these datasets publicly available to facilitate
future research in this field.

The main contributions of this paper can be summarized
as follows:

• This paper introduces the STADe model, specifi-
cally designed for sensory Temporal Action Detec-
tion (TAD) tasks. The model’s temporal-spectral rep-
resentation learning effectively combines temporal-
spatial representations akin to the 3D backbones,
seamlessly integrating spectral information in a com-
patible and alignable manner. This integration re-
tains the benefits of both temporal-spatial and spec-
tral representations.

• The paper proposes a novel cross-cascade predictor
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that simultaneously enhances proposal generation
and action recognition, deviating from traditional
sequential or separated approaches. This innovation
enhances the performance of the model in sensory
TAD tasks.

• To address evaluation gaps in sensory TAD, the
paper contributes three diverse datasets utilizing
various sensors, including smartphone-embedded
sensors and Wi-Fi Channel State Information (CSI).
These datasets exhibit a wide array of sensor types,
action categories, and sampling rates, enabling com-
prehensive assessments of sensory TAD methods.

• Extensive experiments demonstrate the superiorities
of our model over state-of-the-art baselines on sen-
sory TAD tasks.

2 RELATED WORKS

Traditional video TAD algorithms usually rely on tracking
manually designed human motion features. For instance,
DT [20] and iDT [21] track essential feature points (e.g.,
static visual features such as HOG [22], and temporal-visual
features like gray-level changes, contours, and the human
body’s skeleton) within a video’s temporal region. Due to
the limited expressiveness of hand-crafted features, these
models often lag behind their deep-learning counterparts.

In contrast to traditional TAD methods’ hand-crafted
features, the features of deep-learning-based TAD models
are automatically extracted via various feature representa-
tion backbones, such as CNN-based 2D-CNN [23], I3D [9],
and transformer-based DETR [24]. TAD can be naturally
decomposed into two sub-tasks, i.e., action localization and
recognition. According to the ways of dealing with the
two sub-tasks, existing deep learning models can be further
classified as sequential models and one-stage models, which
are reviewed in §2.1 and §2.2, respectively.

2.1 Sequential Models

Sequential models follow a “localization-then-recognition”
paradigm, which generates actions’ beginning and end
timestamps (a.k.a. proposals) before making recognitions.
Sequential models typically emphasize proposal generation
more as the classification hinges greatly on accurate pro-
posals. According to the strategy for generating proposals,
the methodologies can be further classified into actionness
grouping methods and anchor-based methods.

Actionness grouping methods create a complete pro-
posal by aggregating frame- or snippet-level proposal seg-
ments [25]. This involves post-processing the actionness
information of fine-grained snippets to construct action
proposals. S-CNN [26] employs fixed-sized sliding windows
to detect potential proposal segments and applies non-
maximized suppression (NMS) to eliminate overlapping
segments. TAG [27] decides on the snippet level for each
snippet and groups adjacent snippets to form a complete
proposal. SSN [7] divides coarse proposals into three se-
mantic segments and independently learns them, predicting
probabilities of activity and completeness. BSN [17] ini-
tially identifies temporal action segment boundaries, form-
ing proposals by collecting intervals with high start and

end probabilities and filtering out low-confidence intervals.
This framework is later enhanced into BMN [28], which
generates a Boundary-Matching confidence map to improve
proposal quality. SEP [11] is a proposal detection method
specialized for sensory signals. SEP proposes an unsuper-
vised change point detection algorithm that identifies key
time points exhibiting significant distribution shifts.

Another type of sequential model is anchor-based mod-
els, such as TURN [29], R-C3D [14], and GTAN [30], which
treat the proposal generation as a temporal regression prob-
lem by adjusting pre-defined anchors. TURN [29] aggre-
gates features from basic video units to create clip-level
features, which are then used for activity classification and
temporal boundary regression. Similarly, R-C3D [14] draws
inspiration from the Faster R-CNN [31] approach, involv-
ing proposal generation, proposal-wise pooling, and final
prediction. GTAN [30] modifies the pooling procedure by
incorporating a weighted average using a learnable Gaus-
sian kernel to adjust the temporal scale of every action
proposal. These methods, however, have a limitation due
to their fixed pre-defined anchors, making them less flexible
when dealing with different action classes. In contrast, our
model eliminates the need for fine-tuning additional hyper-
parameters for anchors, resulting in greater efficiency.

2.2 One-stage Models

The sequential framework is easy to suffer the error prop-
agation problem as proposal generation and classification
have to be trained separately. The one-stage paradigm is
proposed to train action localization and recognition in a
joint manner to solve the two sub-tasks simultaneously.
SSAD [15] directly makes frame/snippet-level classification
and groups neighboring frames under the same action cat-
egory. However, when dealing with long-range dependen-
cies, snippet-level predictions may not adequately capture
frame-wise relationships. To address this, Coarse-Fine [32]
employs a two-stream architecture with distinct temporal
resolutions (coarse and fine streams) to capture long-term
motion information. Frame-level category grouping meth-
ods indirectly predict action boundaries, which may not be
suitable for actions of varying durations. Recent research
has introduced an anchor-free detection approach to tackle
this challenge. Instead of predicting only action categories,
anchor-free techniques predict both categories and bound-
aries for each snippet. SS-TAD [33] outputs a triplet spec-
ifying the action’s start, end, and category for a snippet.
To reduce redundant predictions, SS-TAD employs non-
maximum suppression (NMS) to prune excessive proposals.
Extending the SS-TAD framework, AFSD [8] improves it by
incorporating a saliency-based proposal boundary feature
and introducing a refined stage to correct any discrepan-
cies in the initial predictions. TALLFormer [34] utilizes a
short-term transformer for encoding short-term actions and
includes a long memory module to capture longer-duration
actions.

However, the majority of existing TAD models are pri-
marily tailored for video data. When applied to sensory
TAD, these models encounter inherent limitations owing to
the distinctive challenges posed by sensory signals. These
challenges include the intricate temporal-spectral patterns
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Fig. 1. Architecture of the proposed STADe model. Initially, an untrimmed sensory time series is inputted into an Aligned Temporal-Spectral Encoding
module represented by a dotted-orange box. This module is designed to extract temporal-spectral features and employs multi-resolutions (l1 to lk)
with varying kernel sizes to overcome limitations in spectral resolution. Then, the features from these resolutions are concatenated and then passed
through the Inflated 3D ConvNet (I3D) to extract spatial information. Additionally, a Feature Pyramid incorporating multiple scales is utilized to adapt
to varying frame rates and granularities. Lastly, an anchor-free Cross-cascade Predictor, comprising both basic and conditional predictors, facilitates
accurate proposals and category predictions.

and are further compounded by the diverse sampling rates,
effects of propagation, and persistent noise. Thus, there is
a clear need for dedicated methods that exceed the capa-
bilities of traditional video TAD approaches to effectively
address these challenges in sensory TAD.

Another line of work related to TAD is action recog-
nition, which involves determining the action category of
a trimmed video or sensor snippet that typically con-
tains a single action. For example, THAT [13] proposes
a Transformer-based action recognition model leveraging
WiFi signals. Considering the labor-intensive nature of
video labeling, Liu et al. [35] introduced Deep Image-to-
Video Adaptation and Fusion Networks (DIVAFN), which
enhance action recognition in videos by transferring knowl-
edge from images, using video keyframes as a bridge.
SAKDN [36] further improves action recognition in the
video modality by adaptively transferring and distilling
knowledge from multiple wearable sensors. To enhance rep-
resentation learning for action recognition, other works [37],
[38] propose approaches such as temporal contrastive graph
learning [37] and self-supervised learning on skeleton se-
quences [38]. However, action recognition differs from TAD
in that TAD requires identifying both the start and end po-
sitions, as well as the action category, within an untrimmed
sequence. This makes TAD a more challenging task, often
requiring additional efforts for improved accuracy.

2.3 Sensory Temporal Action Detection vs. Visual Tem-
poral Action Detection

Compared with visual TAD, sensory TAD offers several
unique advantages:

i) Context-specific nature. STADe addresses sensor-
specific challenges that are absent in video data. Un-
like video-based TAD, which captures spatial information

through well-defined frames, sensory data is often unstruc-
tured and consists of continuous signal streams (e.g., from
wireless or embedded sensors) with inherent temporal-
spectral dependencies. This distinct nature requires STADe
to extract meaningful patterns from signals that lack clear
object definitions and aligned frames.

ii) Flexibility across sensor types. The task of sensory
TAD often involves various sensor types (e.g., Wi-Fi, ac-
celerometers, gyroscopes). While video-based methods rely
on clear, recognizable objects from camera, sensor data
varies in signal type, dynamic range, and sampling fre-
quency. STADe’s adaptive design allows it to process these
variations, offering enhanced flexibility and generalizability
across different modalities.

iii) Real-world applicability in privacy-sensitive do-
mains. Sensory TAD is well-suited for applications such
as human activity recognition, healthcare, environmental
monitoring, especially where visual data is unavailable or
impractical. In privacy-sensitive scenarios, cameras may
capture user bio-information, raising significant privacy
concerns. In contrast, sensor-based monitoring (using Wi-
Fi or motion sensors) preserves privacy while still enabling
effective action detection.

iv) Adaptability to low-quality signals. Sensory signals
tend to be noisier and less structured than visual data.
STADe employs mechanisms like adaptive frequency filter-
ing and bidirectional dependencies to address low signal-to-
noise ratios (SNR) and other noise-related challenges, ensur-
ing robust action detection even in suboptimal conditions.

3 METHODOLOGY

3.1 Problem Definition
Sensory TAD identifies the proposal (i.e., start and end
timestamps), as well as the category of each action in-
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stance in an untrimmed sensory time series. The dataset D
for sensory TAD contains n records {d1, d2, ..., dn}, where
each record di = {X,Ψ} consists of a sensory time series
X ∈ RC×T with T time points and C sensor channels,
along with the associated action annotations Ψ. The annota-
tions include Mx tuples {(ϕm, ym)}Mx

m=1, where each tuple
denotes the ground-truth annotation of an action instance.
Specifically, ϕm = (ψm, ξm) represents the start and end
position of the action proposal, and ym indicates the action
category. Mx represents the total number of action instances
in the time series X . Our goal is to train a model that pre-
dicts action proposals and their respective action categories
with high recall and precision, consistent with the ground
truth in the test set.

3.2 Model Overview

The framework of our model is shown in Fig. 1. It takes
an untrimmed sensory time series as input and uses an
aligned temporal-spectral encoding module to extract in-
formative features in both temporal and spectral domains.
To address limitations related to spectral resolution, we
use multi-resolutions ranging from l1 to lk, incorporating
kernels of varying sizes. By concatenating the features from
all k resolutions, we pass them through the Inflated 3D
ConvNet (I3D) [9] to extract deep semantic information,
leveraging its high expressiveness. To accommodate varying
frame rates and temporal granularities, we utilize a feature
pyramid that consolidates features at different temporal
scales. Finally, the anchor-free cross-cascade predictor, com-
prising basic and conditional predictors, enables predictions
of proposals and categories.

3.3 Aligned Temporal-Spectral Encoding

As the Doppler effect, sensory time-series signals often
contain valuable frequency-related characteristics that con-
vey the variations in the observed phenomena. Inspired by
Fourier initialized convolution [39], we propose an Aligned
Temporal-Spectral Encoding (ATSE) to effectively encode
both temporal and spectral features and their intricate in-
terplay within sensory data, facilitating the extraction of
informative features. Within the ATSE module, our pro-
posed learnable Fourier kernels (§3.3.1) and the adaptive
frequency filter (§3.3.2) are specially designed to eliminate
background noise for tackling the trait 1 in §1; the temporal
kernels (§3.3.3), sensor fusion (§3.3.4), and multi-resolution
composite (§3.3.5) are anticipated to learn multi-scale fea-
tures from different perspectives (i.e., temporal, sensory, and
multi-resolution perspectives) for addressing the trait 2 .

3.3.1 Fourier Kernels

Conventional Fourier transform lacks timestamps and can-
not capture the interplay with temporal features. Short-
Time Fourier Transform (STFT) is not trainable and lacks
the flexibility to adapt to diverse spectrum distributions.
Hence, we innovate by introducing Fourier kernels, which
are aligned with convolution-based temporal features, and
are trainable to adapt to varying spectrum patterns.

For a single sensor channel x ∈ {X1, X2, ..XC}, we
convolve it with kernels wS ∈ Rk×l (k ≤ l)1, where the
i-th value of the m-th kernel is defined as

w[m,i] = e−j
2πmi

l , (1)

where l is the kernel size and j denotes the imaginary
unit. Notably, as convolving a signal with a sliding win-
dow, the kernels of Eq. 1 establish equivalence to STFT,
i.e., STFT(x)[m,n] =

∑l
i=1 x[n+i]e

−j 2πmi
l , in that the m-th

kernel extracts the component at frequency m
l within a l-

length time slice starting from position n.
Eq. 1 inevitably introduces complex values, adding im-

plementation difficulties to neural networks. To represent
the Fourier transform in terms of real-valued convolutions,
we separate the real and imaginary parts as two separate
kernels, wr and wi, where the i-th value of the m-th kernel
is given by

wr
[m,i] = cos

(
2πmi

l

)
,wi

[m,i] = − sin

(
2πmi

l

)
, (2)

where the range of m falls in [0, l/2] as being conjugate
symmetric for the Fourier transform of a real-valued series.
Based on the Fourier kernels of Eq. 2, we can compute
the amplitude |x| ∈ Rk×T and phase ∠x ∈ [−π, π]k×T to
enhance it with physical meaning:

|x| =
√
(x ◦wr)2 + (x ◦wi)2,∠x = tan−1(

x ◦wi

x ◦wr
), (3)

where ◦ is the convolution operation.

3.3.2 Adaptive Frequency Filter
Although spectral analysis using Eq. 2 can reveal impor-
tant features in the frequency domain, noise components,
such as high-frequency noise, are also preserved during
the Fourier transform as revealed by Parseval’s theorem.
To address this issue, we propose a frequency gate that
serves as an adaptive filtering mechanism to reduce noise
and eliminate meaningless frequency components, thereby
prioritizing useful frequency components over others. The
final encoding of the spectral stream HS (having 2k × T
size) is obtained by concatenating the amplitude and phase
parts as follows:

HS = [β|x|;β∠x],β = σ(B), (4)

where σ(·) denotes the sigmoid function, B ∈ R1×k is a
learnable parameter vector.

3.3.3 Temporal Kernels
Temporal features are extracted using standard convolution
kernels, wT ∈ Rk×l, resulting in feature maps HT = x◦wT .
The temporal-spectral encoding is obtained by aligning
the time dimension of temporal featureHT and spectral
feature HS , yielding the final encoding HF = [HT ;HS ],
HF ∈ R3k×T . The kernels in both the spectral and temporal
streams share the same shape (in terms of number and
size)2, enabling them to capture both spectral and temporal

1. The proposed kernels can be trained, as in FIC [39], to facilitate
flexibility and generalizability across different tasks, or kept fixed
during training to enforce strict Fourier patterns.

2. The feature maps are ⌊(l − 1)/2⌋ zero-padded on both sides to
ensure identical temporal size.
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φi yi yhis

Fig. 2. Dependency between category and proposal. yhis: historical
categories prior to the position i; yi: the i-th category; ϕi: the i-th
proposal.

features that align with the same time step. This allows
for multi-scale deep fusion without losing temporal order,
which is crucial for TAD tasks.

3.3.4 Sensor Fusion
The stacking of all C channels’ aligned temporal-spectral
encodings can be represented as H ∈ R3kC×T . To reduce
redundancy among sensor channels, we fuse and com-
bine the features across them by utilizing kernels wsf ∈
RC

′×3kC(C ′ ≤ C), to convolve on H along the temporal
axis F sf = wsf ◦H ∈ RC

′×T .

3.3.5 Multi-Resolution Composite
The Fourier uncertainty principles [16] dictate that a sig-
nal cannot have arbitrary precision in both temporal and
spectral domains simultaneously. To ensure judicious and
effective utilization of potential resolutions and to avoid the
limitations of using a single window size, we capture signals
at different resolutions by employing kernels of various
sizes l. This enables the network to bring the precision of
temporal and spectral features together by automatically de-
termining suitable windows and their feature combinations
during the training.

3.4 Deep Fusion at Multi-scale
3.4.1 I3D backbone
The outputs obtained from each resolution are treated as
separate channels and concatenated to create a composite
feature map, which is further processed by the I3D back-
bone [9], a prevailing backbone network that is commonly
used for temporal analysis tasks, e.g., video classification,
speaker recognition, and cross-modality retrieval, to extract
informative features.

Owing to its sparse network architecture, I3D exhibits
strong expressive power while maintaining a low risk of
overfitting and computational costs. This make I3D a de-facto
standard for learning temporal-spatial representations in
many state-of-the-art models, such as AFSD [8], which has
demonstrated cutting-edge performance in learning tempo-
ral and spatial patterns from sensor data. Furthermore, em-
pirically, we found that 3D networks like I3D significantly
outperform traditional 2D networks, such as basic CNN
and ResNet. When compared with other 3D convolutional
networks like C3D [40], R3D [41], and R(2+1)D [42], I3D ex-
hibits very similar performance while being more efficient.

3.4.2 Multi-Scale Feature Pyramid
In response to varying frame rates and temporal granularity
of sensor data (trait 2 in §1), we further attempt to capture
effective patterns across multiple temporal scales by utiliz-
ing a feature pyramid structure, as depicted in Fig. 1. Each
layer in the pyramid corresponds to a specific scale, which is

controlled by utilizing 1D convolutions with different kernel
sizes k and stride s. From the bottom to the top, the temporal
length of the output features F i ∈ RT

i×C′
at the i-th layer

is half of that of the layer i − 1, i.e., T i = T i−1/2, resulting
in a larger receptive field and temporal scale.

3.5 Anchor-free Cross-cascade Predictor
Apart from predicting proposals, a classifier is employed
to anticipate the action category. Typically, the classification
component is applied either after generating proposals or
learned independently. The latter is then augmented by a
correction step to integrate it with the proposal information
in recent research [8]. Unfortunately, previous models only
account for a one-way category → proposal relationship. We
propose the presence of two additional dependencies within
sensory TAD (illustrated in Fig. 2) that could significantly
enhance the task but have not been explored in existing
methods, thus settling the trait 3 in §1. i) The first is the bidi-
rectional dependency between category and proposal, sug-
gesting an extra proposal → category connection indicating
that the proposal is influenced by its category. For example,
knowing that an action belongs to a specific category (such
as walking or running) helps to better define the start and
end points of the action proposal. In the case of “walking”
and “running”, the duration and speed of the action provide
vital clues for accurate proposal localization. From a spectral
perspective, the temporal patterns associated with different
actions exhibit distinctive variations (e.g., speed changes or
acceleration), and knowing the category helps to refine these
temporal boundaries3. ii) The second is the temporal depen-
dency among categories, implying that categories frequently
follow a specific order. The temporal dependency allows the
model to better understand how actions relate to each other
over time. For instance, “sitting” often precedes “standing”,
and the detection of one can help inform the detection of
the other. This temporal relationship helps mitigate errors
introduced by overlapping actions or the residuals of past
actions4.

It is worth noting that, the two mentioned dependencies
establish a link between proposal ϕi and the past categories
yi−1, ..., y1 through the Markov chain. This is especially vital
for sensory signals, considering that many sensory signals,
such as wireless or acoustic signals, often experience time
delays or signal overlap due to propagation in a medium
or echoes caused by obstacles. In this context, we propose
to predict the joint distribution p(ϕ, y|F ) of the proposal ϕ
and category y. From a probabilistic perspective, given the
bi-directional dependency, this comprises a cyclic Bayesian
network (CBN). Generally, solving the CBN is challenging
due to the presence of feedback loops. Some solutions to
this challenge include the junction tree algorithm [43] or
Markov chain Monte Carlo [44], albeit these approaches are
computationally intensive.

Given that our CBN is not excessively complex, we sug-
gest employing a straightforward path sampling method to
approximate it. This approach can be viewed as a simplified

3. Ablating the proposal → category dependency results in a 0.02 point
decrease in mAP across all datasets (Table 4).

4. Ablating temporal dependency leads to an average decrease of 0.018
in mAP across all datasets (Table 4).
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variant of the junction tree algorithm [43]. Specifically, we
sample two paths from the CBN, outlined as follows:

p1 : p(ϕ, y|F ) = p(ϕ|F, y)p(y|F ),
p2 : p(ϕ, y|F ) = p(y|F, ϕ, ỹ)p(ϕ|F )p(ỹ|F ),

(5)

Where ỹ represents the sequence of categories from past
timestamps. The p1 path5 follows the conventional two-
step generative process to generate the proposal ϕ first, and
the p2 path explicitly explores the proposal → category and
temporal dependencies.

By integrating p1 and p2, the objective is to get

ϕ⋆, y⋆ =argmax
ϕ,y

p(ϕ, y|F )

= argmax
ϕ,y

[log p(ϕ|F, y) + log p(y|F )+

log p(y|F, ϕ, ỹ) + log p(ϕ|F ) + log p(ỹ|F )].

(6)

Given the computational complexity associated with the
continuity of ϕ, we adopt an approximation strategy as
follows:

ϕ⋆ ≈ argmax
ϕ

[log p(ϕ|F, ŷ) + log p(ϕ|F )] ,

y⋆ ≈ argmax
y

[
log p(y|F ) + log p(y|F, ϕ̂, ỹ)

]
,

ϕ̂ = argmax
ϕ

p(ϕ|F ), ŷ = argmax
y

p(y|F ).

(7)

This forms a hard expectation-maximization (hard-EM) al-
gorithm. Under certain conditions6, the algorithm is guar-
anteed to converge to a local optimum by coordinate as-
cent [45].

3.5.1 Design Details of the Predictor
Eq. 7 in the sensory TAD context is formulated to implement
two basic predictors P by = p(y|F ) and P bϕ = E(ϕ|F ), as well
as two conditional predictors P cy = p(y|F, ϕ, ỹ) and P cϕ =
E(ϕ|F, y) on both pyramid features and outputs of basic
predictors. Before discussing the details of neural models,
it is essential to consider the strategies used for predicting
proposals. The choice of strategy can significantly impact
the model’s effectiveness, particularly when dealing with
diverse sensor frame rates and high-frequency signals.

Anchor-free Proposal Prediction. Predicting propos-
als is typically in either an action-based or anchor-based
manner. We argue that the two strategies are not well-
suited due to the highly diversified ranges in frame rates
of sensors. The exhaustive search (with O(T 2) complex-
ity) in action-based methods (e.g., SSN [7] and BSN [17])
is prohibitively expensive for high-frequency signals such
as WiFi7, which create highly dense and semantically
blurred boundaries. Conversely, pre-defined anchor boxes
in anchor-based methods [14] obviously lack flexibility for
switching between high and low frame rates and are unsuit-
able for sensory TAD, which lacks a clear object/boundary
or region of interest. We tackle the issue of varied frame
rates and temporal durations in sensory TAD predictions

5. In p1, we disregard p(y|F, ỹ)p(ỹ|F ) to sidestep the large computa-
tional cost of sequential decoding.

6. The loss function should be continuously differentiable with a
Lipschitz continuous gradient.

7. A typical sampling/frame rate of WiFi signal is 1,000 Hz, in
contrast to most video datasets (e.g., Kinetics [46] and UCF101 [47])
with a frame rate of about 25 fps.

by employing the anchor-free paradigm [8], [48]. Unlike
anchor-based approaches, anchor-free TAD does not rely on
pre-defined anchor boxes but instead predicts the relative
distances (d̂si , d̂

e
i ) between the start and end boundaries

from the position i through regression.
To enhance the performance across a range of action

durations, the relative distance is predicted independently
for each scale or layer within the feature pyramid. On
top of the v-th scale, the absolute start and end positions
of proposal ϕ̂i can be inferred as ψ̂i = i × 2v − d̂si and
ξ̂i = i× 2v + d̂ei , respectively.

Basic Predictors. The two basic predictors P by and P bϕ
employ one temporal convolution layer that takes as input
pyramid features F i and is followed by convolution-based
regression or classification heads. These heads are shared
across all pyramid layers. Taking the proposal as an exam-
ple, we have ϕ̂i = Linear(Conv(F )).

Conditional Predictors. In P cϕ, the category features are
incorporated as a mixture of category embeddings, i.e., Soft
Category Embedding, guided by the output distribution of P by :

F̂ y = P byw
c, (8)

where P by ∈ RT×ny represents the categorical distribution
for all T temporal points, ny is the number of categories,
and wc ∈ Rny×dy is a set of trainable category embeddings
with the dimension dy .

As some work reveals that the features are more con-
centrated around span boundaries [8], [49], we adopt the
Boundary Pooling [8] to generate salient features of the start
and end boundary (denoted as F̂ s and F̂ e, respectively) by
leveraging the proposal prediction ϕ̂ = {ψ̂, ξ̂} of the basic
predictor:

F̂ sk,i = max
j∈[ψ̂−

l̂ϕ
σa
,ψ̂+

l̂ϕ
σb

]

Fk,i, F̂ ei,k = max
j∈[ξ̂−

l̂ϕ
σa
,ξ̂+

l̂ϕ
σb

]

Fj,i,

(9)
where lϕ = ξ̂−ψ̂ is the length of the proposal, and σa, σb are
hyper-parameters used to adjust the ratio of regions selected
both the outside and inside of the proposal, respectively.

The prediction is made by a simple CNN on top of
concatenating boundary features and category features:

P cϕ = CNN([F̂ s; F̂ e; F̂ y]). (10)

To further improve performance through boosting, the pre-
dictor P cϕ predicts the residual ∆̂ϕ of ϕ̂. This enables it to
work synergistically with the basic predictor.

For P cy , we extract action features within the proposal ϕ
using Action Pooling, which contains temporal convolution
and pooling like

F̂ p = Pooling(Conv(F[ξ̂:ψ̂])). (11)

This underscores the significance of the proposal content
in categorization, as it manifests temporally ordered, con-
tinuous movement. This stands in contrast to P cϕ, which
relies solely on boundary features. To incorporate historical
categories ỹ, we first get the category features F̂ y using
Eq. 8. These features are then left-shifted by u steps along
the temporal axis to produce F̂ ỹ <<=u F̂ y , employing
left-truncation and zero-filling. This aligns the historical
category features F̂ ỹi with the position i, representing a
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category from u steps prior, defaulting to u = 1. The
proposal context features and historical category features
are then concatenated and fed into the classifier to obtain
the labels:

P cϕ = CNN([F̂ p; F̂ ỹ]). (12)

3.6 Training and Inference
In this part, we elaborate on the training and inference
processes of the proposed STADe model.

Training samples. During training, a position i is
marked as positive if i resides within a ground-truth pro-
posal ϕj such that ψj ≤ i ≤ ξj . To prevent arbitrariness, the
conditional predictor P cϕ only processes positive examples
with an Intersection over Union (IoU) between the ground-
truth ϕj and ϕ̂j (predicted by P bϕ) over 0.5.

Loss function. We adopt the following loss function:

L = αLbϕ + Lby + αLcϕ + Lcy, (13)

where α is a loss balance factor. Lbϕ = 1
N

∑
i I(yi ≥ 1)(1 −

|ϕ̂i∩ϕi|
|ϕ̂i∪ϕi

|) is IoU loss [8] and Lcϕ = 1
Nc

∑
i I(yi ≥ 1)(|∆̂i−∆i|)

is the L1 loss between the predicted residual and the true
offset. Lby and Lcy are both focal loss [50] of category.

Inference. For the i-th position in j-th layer of the feature
pyramid, we get ϕ̂i,j , P by (i, j), ∆̂i,j , and P cy (i, j) predicted
by P bϕ, P by , P cϕ, and P cy , respectively. Incorporating Eq. 7, the
final predition is:

ϕ⋆i,j = ϕ̂i,j + ∆̂i,j , y⋆i,j = argmax
y

[
P by (i, j) + P cy (i, j)

]
.

To remove redundant proposals caused by the frame-level
predictions, non-maximum suppression (NMS) [51] is uti-
lized to select the most confident prediction from highly
overlapped proposal predictions.

4 DATASETS

In order to evaluate the effectiveness of sensory TAD
models, we perform comprehensive experiments on
four datasets, including the widely-used public dataset
DeepSeg [2] and three self-collected datasets with diverse
sampling rates, sensor types, and action types. The self-
collected datasets aim to address the paucity of sensory TAD
evaluation datasets and facilitate a comprehensive evalu-
ation of sensory TAD methods. SeBehave, collected using
our smartphone app, is a locomotion recognition dataset
based on readings from smartphone-embedded sensors, in-
cluding a three-axis accelerometer, a gravity accelerometer,
and a gyroscope. A detailed description of SeBehave can
be found in §4.1. WiKeystroke (detailed description in §4.2).
and WiBehave (detailed description in §4.3) are both based
on Wi-Fi Channel State Information (CSI) and differ in ac-
tion types and sampling rates, with WiKeystroke recording
keystrokes on a standard QWERTY keyboard (number keys)
at 1,000 Hz and WiBehave recording locomotion with a
sampling rate of 500 Hz. Details on the datasets are sum-
marized in Table 2. We follow common settings in sensory
segmentation [2], to take a 7:3 training and testing split for
all datasets. We believe that our new datasets will facilitate
future research in sensory TAD by enabling thorough train-
ing and evaluation of deep-learning-based models.

KeyboardAntenna

15 m

 

Laptop Furnitures

1
0

 m

Fig. 3. Experimental environment layout of the WiKeystroke dataset.

4.1 SeBehave Dataset
SeBehave is a self-collected dataset for localizing and rec-
ognizing human locomotions using embedded sensors of
the smartphone. We develop a smartphone APP based on
Android OS to collect data in a daily scenario. The APP
records data generated by the smartphone’s tri-axial ac-
celerometers (linear acceleration) and gyroscope (angular
velocity) sensors, as well as the gravity accelerometer sensor
along the (X, Y, Z) axes during various physical activities.
The sampling frequency is set to 200 Hz.

The participants are four master student volunteers.
Each volunteer is tasked to perform 4-6 randomly selected
activities from a predefined set of seven activity types,
which include walking, running, standing, ascending stairs,
descending stairs, lying down, and sitting. To mark the start
and end time of each activity, volunteers are required to
tap the corresponding button on the mobile app to record
the corresponding timestamps. Each performance is timed
to last approximately one minute. During the execution of
these activities, sensor data are continuously recorded using
the designated mobile APP. Each volunteer completes this
performance 250 times, resulting in 250 individual records
per volunteer. In total, there are 1,000 records for all six
volunteers. Notably, participants are free to hold the smart-
phone in either hand, and there are no constraints on the
duration of each activity. Nonetheless, attempts are made
to maintain a balanced distribution of the seven different
activities within the dataset.

Each record has the dimension of [T × 200, 9], where
T represents the time (in seconds) for this record, “200” is
the sampling rate, and “9” denotes the nine sensor chan-
nels, including tri-axial accelerometers, angular velocity,
and gravity acceleration.

4.2 WiKeystroke Dataset
WiKeystroke is a self-collected dataset for localizing and rec-
ognizing keystroke actions using WiFi signals. We develop
a prototype system to replicate typical keyboard strokes of
typing. The layout of the data collecting scenario is shown
in Fig. 3. The room is 15× 10 meters in size, with furniture
such as closets. A desk is placed in the room for placing a
mouse, a keyboard, a camera, and speakers (used as a timing
marker for subsequent dataset labeling). The equipment
consists of a laptop equipped with an Intel 5300 NIC, a
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TABLE 2
Statistics of the datasets used in our experiments.

DeepSeg WiBehave WiKeystroke SeBehave

Sampling Rate 50Hz 500Hz 1,000Hz 200Hz
# Time Series 150 500 174 1,000
Avg. Length 8,000 8,500 8,000 12,000
# Categories 10 7 10 7
# Avg. Act. 10 4 4 5
Sensor Type WiFi CSI WiFi CSI WiFi CSI Smartphone sensors

Actions

hand swing, hand raising,
pushing, drawing O,
drawing X, boxing,

picking up, running,
squatting, and walking

walking, running,
jumping, waving,
bending, sitting,
and standing up

37 keys (digits 0-9, letters a-z,
and the space key)

on a QWERTY keyboard

walking, running,
standing, ascending stairs,

descending stairs, lying down,
and sitting

Fig. 4. Detailed placement of the keyboard and WiFi transmitter and
receiver in the WiKeystroke dataset.

desktop computer, and antennas. The laptop serves as the
transmitter, while the desktop computer acts as the receiver.
The transmitter sends WiFi signals through antennas, and
the receiver collects CSI data using the CSI-Tool8 software
installed on the Ubuntu 14.04 system. The antennas of the
receiver are placed on the desk, and the transmitter is placed
at a height of approximately 1.5m using tripods. To mitigate
potential interface disruptions affected by inferior Tx and
Rx placements on subtle keystroke movements, we metic-
ulously optimize Rx-Tx positions for improved keystroke
detection. This optimization aligns with the Fresnel zone
model [52] of WiFi signal propagation, validated through
practical experiments. To account for potential detection
limitations with a single Rx-Tx antenna pair, we utilize
three pairs of antennas dispersed in different locations.
This diversified setup allows the data collection platform
to observe keystroke actions from various angles by form-
ing interleaved Fresnel zones. This enhances WiFi signal
sensitivity and precision in perceiving keystroke actions,
enabling a consistent mapping between keystroke actions
and CSI data patterns for effective keystroke recognition.
Through practical experiments, we set the layout of the
platform as depicted in Fig. 3. The antennas closest to the
keyboard are receiving antennas, numbered from bottom
to top as (0), (1), and (2). Antenna (0) is positioned 20cm
from the keyboard, antenna (1) is 20cm from the keyboard,
and antenna (2) is 7cm from the keyboard. The receiving
antennas have a bend angle of 120 degrees. The remaining

8. https://dhalperi.github.io/linux-80211n-csitool/

Antenna
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Fig. 5. Experimental environment layout of the WiBehave dataset.

three antennas are transmitting antennas, numbered from
bottom to top as (0), (1), and (2), with a 40cm spacing
and the closest distance to the keyboard being 120cm. The
schematic diagram of the keystroke collection platform is
illustrated in Fig. 4. Both the transmitter and the receiver
have three commercial 5dB omnidirectional antennas. Each
antenna has 30 subcarriers and operates at 2.4 GHz with a
20 MHz channel bandwidth, with a sampling frequency of
1,000 Hz.

One student volunteer participates in the study and is
instructed to press the keys corresponding to press 37 keys
(digits 0-9, letters a-z, and the space key) on a standard
QWERTY keyboard with 104 keys. Prior to each test, we
generate a random keystroke script using Python. Each data
collection session lasts 25 seconds on average and involves
about 32 keystrokes, with each keystroke action lasting
approximately 0.78 seconds. In total, there are 60 records
collected. To ensure precise recording of both keystroke
categories and timings, video recording is employed during
data collection. Subsequently, a Python script is utilized to
play the recorded videos frame by frame, enabling accurate
recording of keystroke details. Due to the high cost and
effort associated with labeling, we have annotated only
the digit keys 0-9. Furthermore, we synchronize the sound
signals emitted by the WiFi signal transmitter’s speaker
with the keystroke actions, aiding in aligning the recorded
keystrokes with the CSI timestamp data collected.

The raw data has the shape of [25000 × 3 × 30], with
a sampling frequency of 1,000 Hz and a recording time of
25 seconds for 3 antennas and 30 subcarriers. In order to
be amenable to further processing, the raw data are further
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TABLE 3
Main Results: Performance comparison with baselines on four evaluation datasets, measured by mAP at various IoU thresholds [0.3 : 0.1 : 0.7].

The best and the second best results are marked.

Models Backbone Complexity Parameters IoU Datasets

DeepSeg WiBehave WiKeystroke SeBehave

Coarse-Fine [32] X3D 31.64 GMac 6.0 M - 0.36 0.23 0.46 0.82

AFSD [8] I3D 288.77 GMac 64.41 M

0.3 0.95 0.76 0.78 0.97
0.4 0.94 0.74 0.69 0.96
0.5 0.92 0.69 0.63 0.94
0.6 0.92 0.64 0.54 0.93
0.7 0.90 0.48 0.46 0.90

Avg 0.93 0.66 0.62 0.94

TadTR [53] DETR 39.83 GMac 49.09 M

0.3 0.67 0.56 0.44 0.93
0.4 0.66 0.55 0.41 0.92
0.5 0.64 0.51 0.38 0.91
0.6 0.59 0.46 0.27 0.89
0.7 0.43 0.30 0.19 0.87

Avg 0.60 0.48 0.34 0.90

TALLFormer [34] VideoSwin 84.74 GMac 119.01 M

0.3 0.92 0.52 0.36 0.56
0.4 0.92 0.48 0.36 0.55
0.5 0.91 0.43 0.30 0.53
0.6 0.90 0.38 0.28 0.51
0.7 0.89 0.29 0.26 0.46

Avg 0.91 0.42 0.31 0.52

STADe (Ours) ATSE+I3D 49.13 GMac 44.29 M

0.3 0.99 0.84 0.87 0.99
0.4 0.98 0.84 0.76 0.98
0.5 0.98 0.82 0.70 0.98
0.6 0.98 0.79 0.64 0.96
0.7 0.97 0.54 0.54 0.94

Avg 0.98 0.77 0.69 0.97

divided into a set of 8-second records. With necessary trim-
ming, there are 174 data records included in the dataset. To
make the dimensionality amenable to subsequent processes,
we average the values for the three antennas to transform
each record into a matrix of shape [8000× 30].

4.3 WiBehave Dataset

WiBehave is a self-collected dataset for localizing and rec-
ognizing human activities using WiFi signals. We develop
a prototype system to collect data in a daily scenario. The
layout of the data collecting scenario is shown in Fig. 5.
The room is 15 × 10 meters in size, with furniture such
as closets. The hardware equipment consists of a laptop
equipped with an Intel 5300 NIC, a desktop computer, and
antennas. The laptop serves as the transmitter, while the
desktop computer acts as the receiver. Both the transmitter
and the receiver have three commercial 5dB omnidirectional
antennas, each of which has 30 subcarriers with a sampling
frequency of 500 Hz. The transmitter sends WiFi signals
through antennas, and the receiver collects CSI data using
the CSI-Tool software package installed on the Ubuntu 12.04
system. The antennas of the transmitter and receiver are
both placed at a height of approximately 1.5m using tripods,
with around 2.5m apart from each other.

The participants are two 22-year-old volunteers and an
observer. The activity protocol consists of 7 basic activi-
ties: walking, running, jumping, waving, bending, sitting, and
standing up. During each test, each volunteer performs 3-4
activities randomly chosen from the activity protocol within
17 seconds, and the observer manually marks each activity’s
start and end timestamps using a stopwatch. In total, there

are 500 records collected, with each volunteer contributing
250 records.

The raw data has the shape of [8500 × 3 × 30], with
a sampling frequency of 500 Hz and a recording time of
17 seconds for 3 antennas and 30 subcarriers. To make
the dimensionality amenable to subsequent processes, we
average the values for the three antennas to transform each
record into a matrix of shape [8500× 30].

5 EXPERIMENTS

5.1 Experimental Settings

Before presenting the evaluation results, we first introduce
the settings used in our experiments.

Baselines. We compare with four state-of-the-art models:
Coarse-Fine [32], a one-stage TAD model that employs an
X3D [10] backbone; AFSD [8], which is an anchor-free TAD
model with an I3D backbone; TadTR [53], an action-based
TAD model that utilizes a DETR [24] backbone; and TALL-
Former [34], an anchor-free TAD model that uses transform-
ers for encoding short-term actions on top of VedioSwin [54]
features and incorporates a long memory module to cap-
ture longer-duration actions. The hyper-parameters for each
baseline model are finely tuned on the four sensory datasets
using a dedicated validation set.

Implementation details. In our experimental setup, we
employ the Adam optimizer [55] with an initial learning
rate of 1e-4 and weight decay of 1e-3. The training process
varies for each dataset. For WiBehave, we train the model
for 90 epochs, utilizing a batch size of 4 and a loss balance
factor α of 6. Similarly, SeBehave is trained for 50 epochs
with a batch size of 4, while the loss balance factor α is set
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(a) DeepSeg (b) WiBehave (c) WiKeystroke (d) SeBehave

Fig. 6. Categorical analyses on four datasets.

to 3.3. DeepSeg is trained for 60 epochs with a batch size of
2, and the loss balance factor α is 6. As for WiKeystroke,
we conduct training for 160 epochs with a batch size of
2 and a loss balance factor α of 3.3. Unless otherwise
specified, during the testing phase, we evaluate all datasets
using an Intersection over Union (IoU) threshold of 0.5 for
non-maximum suppression (NMS). This threshold ensures
consistent and reliable measurements across the different
datasets.

For I3D backbone, we did not utilize the pretrained
weights. Our tests showed that I3D trained from scratch
and I3D initialized with pretrained weights from video
datasets performed similarly on our sensor data. This sug-
gests that the key factor driving performance in our case
is the temporal-spatial feature extraction capabilities of the
model itself, rather than the transfer of visual information
from video data. As a result, all of our experiments were
conducted with I3D trained from scratch on the sensory
dataset. This ensures that the improvements we observed
are directly due to the model’s ability to learn temporal and
spatial patterns from sensor data, without relying on visual
features from video datasets.

Evaluation metrics. Following the common practice in
TAD, we adopt the mean Average Precision (mAP) as the
main evaluation metric. The default IoU thresholds are [0.3 :
0.1 : 0.7] for all datasets and models, except for Coarse-Fine
which employs frame-wise evaluation instead of relying on
IoU thresholds.

5.2 Main Results

In Table 3, we compare our model with the state-of-the-art
models (i.e., Coarse-Fine [32], AFSD [8], TadTR [53], and
TALLFormer [34]) on the four evaluation datasets. Perfor-
mance is evaluated by reporting the mAP at various IoU
thresholds, ranging from 0.3 to 0.7, as well as the average
mAP across all thresholds. From Table 3, we can see our
model consistently outperforms all baselines, setting new
state-of-the-art results on these datasets. On average, our
model excels the second-best model, AFSD, by a substan-
tial margin. We observe a 6.5 absolute percentage point
improvement and a 9.13% average percentage increase in
mAP@Avg over AFSD. In certain conditions, such as the
mAP@0.6 on WiBehave, the gap even extends to 15 abso-
lute percentage points. Given the similar framework shared
with AFSD, i.e., I3D backboned anchor-free model, the
exceptional performance standouts the effectiveness of our

contributions, namely, aligned temporal-spectral encoding
and cross-cascade predictor.

The WiFi CSI datasets, WiBehave and WiKeystroke,
seem more challenging than others9, with all models per-
forming below 0.77 mAP. We ascribe this to the complexity
of CSI signals. These signals manifest intricate and obscure
passive patterns compared to active three-axis accelerome-
ter or gyroscope patterns in SeBehave, demanding greater
efforts in feature extraction. Additionally, CSI signals are
susceptible to echo delay due to obstacles, resulting in
overlapped and blurred boundaries that further exacerbate
the situation. On WiBehave, our model still outperforms
all baselines with significant margins, with a remarkable
improvement of 16.7% in mAP@Avg over the second-best
model AFSD, which demonstrates the high effectiveness of
our ATSE in extracting intricate sensory patterns and our
cross-cascade predictor in modeling various dependencies.

Among all models, we find that Coarse-Fine, TadTR,
and TALLFormer fall considerably short compared to other
models, despite their commendable performance in video
TAD. We attribute this to a number of factors. First, Coarse-
Fine’s coarse-stream and TALLFormer’s clip sampling heav-
ily downsample frames, resulting in the loss of infor-
mative features pertinent to fine-grained actions such as
keystroking. Second, TadTR is characterized by high model
complexity, employing a stack of six transformer layers.
This increases the risk of overfitting on smaller datasets10,
particularly for WiKeystroke which has a mere 488 action
instances in the training set. Third, the long-term memory
mechanism in TALLFormer hinges greatly on high-quality
pre-trained features. Due to the scarcity of sensory corpus
data, the capabilities of long-term memory are notably con-
strained. Lastly, the lack of spectral treatment of action scale
or resolution in TadTR and TALLFormer is also an issue,
particularly given the varying sampling rates of sensory
signals. The superior performance of our model when juxta-
posed with these baseline models attests to its effectiveness.

5.3 Categorical Performance
Fig. 6 presents the categorical performance of our STADe
model on four evaluation datasets. STADe achieves consis-
tently good performance across all action categories.

9. The DeepSeg dataset appears less challenging for AFSD and
STADe, with both models surpassing 0.93 mAP. This can be attributed
to the clear pause intervals between activities, which makes proposals
easy to detect.

10. With the exception of SeBehave, all other datasets contain fewer
than 2,000 action instances.
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TABLE 4
Cross-cascade Predictor: Effect of the three dependencies, measured by mAP@Avg for IoU thresholds of [0.3 : 0.1 : 0.7].

Variant DeepSeg WiBehave WiKeystroke SeBehave

mAP ∆ mAP ∆ mAP ∆ mAP ∆

Full 0.98 0.77 0.69 0.97
- temporal dependency 0.97 0.01 0.75 0.02 0.67 0.02 0.95 0.02
- category→proposal dependency 0.97 0.01 0.74 0.03 0.66 0.03 0.96 0.01
- proposal→category dependency 0.97 0.01 0.73 0.04 0.67 0.02 0.96 0.01

On the DeepSeg and SeBehave datasets, the categorical
performance discrepancy remains relatively small, ranging
from 0.94 to 1.0. This can be attributed to the clear pause
intervals between activities and the discriminative patterns
captured by smartphone sensors in these datasets. In the
case of the challenging WiBehave dataset, the categorical
performance is generally consistent, averaging around 0.85.
However, there is a slight decline for the walking, jumping,
and running categories, ranging from 0.75 to 0.79. We believe
that this decline is due to the speed-related nature of these
activities, which makes it less discriminative to distinguish
between walking and running. The relatively low score for
the ”jumping” action, i.e., average precision of 0.78, can be
attributed to the action’s nature. Unlike more continuous
and gradual motions, ”jumping” is a discrete action char-
acterized by a sudden and brief change in position, which
can be harder to capture accurately in sensory data. For the
WiKeystroke dataset, we observe a performance drop for
the number keys “2” and “8” compared to other keys, with
scores ranging from 0.61 to 0.77, while the average perfor-
mance is 0.81. This drop in performance can be attributed to
the positioning of these keys in the middle of using either
hand, which makes their patterns less discriminative.

Another observation is the difference in performance
among different datasets. For example, the mAP scores for
walking and running are lower in the WiBehave dataset, com-
pared to the SeBehave dataset. This is mainly due to the sen-
sor modality differences (WiFi vs. accelerometers/gyroscopes).
The SeBehave dataset uses smartphone sensors (accelerom-
eters and gyroscopes) that directly capture motion dynamics.
The high sampling rate of the embedded sensors (200 Hz)
is sufficient to precisely track walking, running, and other
activities. In contrast, WiBehave relies on WiFi signals (CSI),
which indirectly sense body movement and are often influenced
by both body motion and environmental factors, making
them more susceptible to noise and interference. The in-
direct nature of WiFi data makes it harder to distinguish
between similar dynamic actions like walking and running.

Overall, the categorical analysis demonstrates that our
STADe model performs equally well across different actions
in various datasets. This indicates that our model effectively
extracts action patterns and avoids relying solely on biases
associated with a few specific actions.

5.4 Ablation Study
5.4.1 Cross-cascade Predictor
To illustrate the effectiveness of each component in our
cross-cascade predictor, we conduct an ablation study,
where we individually remove each of the three dependen-
cies (via removing corresponding features) and measure the

effect on the mAP@Avg for IoU thresholds from 0.3 to 0.7.
The results are presented in Table 4. The full model achieves
the highest mAP@Avg on all datasets. Removing the tempo-
ral dependency results in an mAP decrease on all datasets
(average 0.018), suggesting that sequential order aids in
action identification and mitigates sensory signal delays.
The removal of the category→proposal dependency causes
a 0.02-point performance drop on average, corroborating the
TAD practice of generating action categories based on top
proposals. Interestingly, removing the proposal→category
dependency also leads to an identical 0.02-point perfor-
mance decline. This solidifies the significance of the bidirec-
tional dependency between action proposals and categories
in improving the performance of the model. The results of
this ablation study provide empirical evidence to our ob-
servations regarding the temporal and proposal→category
dependencies, manifesting their instrumental contribution
to the final sensory TAD results.

5.4.2 Various Choices of the Feature Encoder

In Table 5, we evaluated the impact of using different
feature encoders (i.e., backbones) on sensory TAD tasks.
We report mAP scores on the WiKeystroke dataset with an
IoU threshold of 0.3. We tested eight backbone settings, in-
cluding a standard CNN containing 4 convolutional blocks
(each having a convolution, a BatchNorm, and a ReLU
operation), ResNet [56], C3D [40], R3D [41], R(2+1)D [42],
vanilla I3D [9], and two configurations of our proposed
architecture, i.e., ATSE+I3Dparallel and ATSE+I3Dstacking.
In the parallel configuration, ATSE and I3D operate inde-
pendently on the raw input to extract features. Conversely,
in the stacking configuration, I3D is stacked on top of ATSE.

The traditional 2D networks, such as the basic CNN and
ResNet, achieved mAP@0.3 scores of 0.43 and 0.52, respec-
tively. These networks rely solely on 2D convolutions to
extract spatial features from individual frames, the inability
of these models to model temporal variations adequately
results in their lower performance. In contrast, the 3D
convolutional networks show a significant improvement in
performance due to their capability to extract both spatial
and temporal features. The C3D model, which uses full 3D
convolutions to process the data, achieved mAP score at
0.8, indicating its strong ability to integrate spatiotemporal
information. R3D and I3D, which also leverage 3D convo-
lutions (with I3D specifically utilizing inflated 2D kernels
from pre-trained models), both reached scores of 0.81. On
the other hand, the R(2+1)D model, which decomposes
the 3D convolution into a 2D spatial and a 1D temporal
convolution, achieved the score of 0.79. This slight drop in
performance may be due to its separation of spatial and
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TABLE 5
Backbone: Effect of using different feature encoder on the WiKeystroke dataset, measured by mAP@0.3.

CNN ResNet C3D R3D R(2+1)D I3D ATSE+I3Dparallel ATSE+I3Dstacking

0.43 0.52 0.80 0.81 0.79 0.81 0.82 0.84

TABLE 6
Proportion of Training Data Size: mAP at different IoU thresholds in

[0.3 : 0.1 : 0.7] for various proportion of training data size on the
WiBehave dataset.

Training data used mAP

Iou=0.3 Iou=0.4 Iou=0.5 Iou=0.6 Iou=0.7 Avg

20% 0.53 0.52 0.47 0.38 0.26 0.43
40% 0.69 0.69 0.66 0.41 0.29 0.55
60% 0.76 0.74 0.66 0.47 0.32 0.59
80% 0.81 0.79 0.72 0.66 0.47 0.69
100% 0.84 0.84 0.82 0.79 0.54 0.77

temporal processing, which, while reducing the number of
parameters and computational cost, might not capture the
interdependencies between these dimensions as effectively
in this specific sensor data context. Among the 3D models,
the differences among C3D, R3D, and I3D are relatively
small. Finally, the integration of the ATSE module, espe-
cially through stacking, enhances feature representations to
achieve the best overall performance.

5.4.3 Training Data Size

Table 6 presents the impact of different proportions of train-
ing data size. We randomly sample the required propor-
tion from the full training set for different scales, ensuring
the subsets are unbiased and representative of the overall
training data distribution. We report the mAP scores under
different training proportions, ranging from 20% to 100%.
The results suggest the proportion of training data size
significantly influences the model’s performance. As the
proportion of training data increases, there is a general trend
of improved mAP scores across all IoU thresholds. At a
training data size of 20%, the average mAP score is 0.43, in-
dicating relatively moderate performance. However, as the
proportion of training data size increases to 40%, 60%, 80%,
and 100%, the mAP scores show noticeable improvements.
Particularly, at 100% training data size, the highest mAP
score is achieved at 0.77. This suggests that utilizing the
entire training dataset leads to superior performance in ac-
tion detection. For the sensory TAD task, allocating a larger
proportion of the training dataset improves the model’s
ability to learn and generalize, resulting in enhanced action
detection performance.

5.5 Parameter Sensitivity Analysis

In order to evaluate the influence of hyper-parameters on
STADe’s mAP and offer an empirical method for their
tuning, we perform parameter sensitivity analyses. These
analyses are conducted to examine the model’s performance
across different resolution schemes, proposal pooling sizes,
and balance factors.

5.5.1 Various Resolution Schemes

Table 7 shows the impact of different numbers of resolutions
on the WiBehave dataset. We select five different resolution
schemes, ranging from more fine-grained to coarser resolu-
tions. Each resolution scheme consists of specific resolutions
or scales employed during the model’s evaluation. ThemAP
scores and computational time costs are reported for IoU in
[0.3 : 0.1 : 0.7].

The results in Table 7 reveal that the choice of different
numbers of resolutions has a noticeable impact on the
model’s performance. On average, the finest scheme, {5, 7,
16, 32, 48, 64, 80, 96, 112, 128}, achieves the highest mAP
score of 0.77, indicating its effectiveness in capturing precise
action boundaries. This highlights the potential benefits
of employing finer schemes that offer more options for
automatically determining suitable spectral window sizes.
As the resolution scheme becomes coarser, the averagemAP
decreases. The scheme with only two resolutions, i.e., {5,
80}, exhibits the lowest mAP values of 0.64. This decline
in performance for fewer resolutions can be attributed to
the Fourier uncertainty principle, which affects the ability
to precisely locate events in the time-frequency domain.

However, it is worth noting that the fine scheme substan-
tially increases computational and model complexity since
each resolution requires an additional ATSE module. Table 7
show that the training time decreases as fewer resolutions
are used. For instance, the {5,7,16,32,48,64,80,96,112,128}
scheme requires 247 seconds for training, while the {5,80}
scheme, with the fewest resolutions, only requires 81 sec-
onds. This indicates that reducing the number of resolu-
tions accelerates training. The inference time remains rel-
atively stable across resolution schemes, consistently rang-
ing from 5 to 7 seconds. The inference speed (measured
in time series per second) increases as fewer resolutions
are used. The {5,80} scheme achieves the highest infer-
ence speed at 30 ts/s, significantly outperforming the
{5,7,16,32,48,64,80,96,112,128} scheme, which achieves only
21.42 ts/s.

Overall, striking a balance between capturing details and
maintaining computational efficiency becomes essential in
practical implementations. By carefully selecting a resolu-
tion scheme that strikes a balance between these factors,
we can achieve satisfactory results in capturing meaningful
action information while maintaining acceptable computa-
tional costs.

Table 8 shows the performance under various granu-
larity of resolutions. In this setting, each scheme is fixed
to having 6 resolutions, while each resolution may have a
different granularity, i.e., the size of the kernel. Among the
evaluated resolution schemes, the scheme {5, 7, 32, 56, 72,
112} with minimal average kernel sizes achieves an average
mAP score of 0.71. As the average length of the resolutions
increases, such as in the schemes {5, 9, 34, 58, 74, 114} and
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TABLE 7
Resolution Scheme: mAP and computational time costs at different IoU thresholds in [0.3 : 0.1 : 0.7] for various numbers of resolutions on the

WiBehave dataset.

Resolution Scheme mAP Time Cost

Iou=0.3 Iou=0.4 Iou=0.5 Iou=0.6 Iou=0.7 Avg Training Inference Infer Speed

{5,7,16,32,48,64,80,96,112,128} 0.84 0.84 0.82 0.79 0.54 0.77 247s 7s 21.42 ts/s
{5,7,16,48,64,80,112,128} 0.82 0.82 0.78 0.72 0.50 0.73 204s 6s 25 ts/s
{5,16,48,64,80,128} 0.84 0.83 0.81 0.70 0.37 0.71 163s 6s 25 ts/s
{5,48,80,128} 0.80 0.78 0.77 0.67 0.44 0.69 122s 6s 25 ts/s
{5,80} 0.75 0.74 0.71 0.62 0.40 0.64 81s 5s 30 ts/s
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Fig. 7. Visualization: Spectral maps generated by averaging sensory channel values from one example in each of the four datasets. The ground-
truth and predicted proposals are represented by a pair of black vertical lines and orange vertical lines, respectively. The IoU values of the predicted
proposals are also indicated. The correct categories are indicated at the top of each figure.

TABLE 8
Resolution Scheme: mAP at different IoU thresholds in [0.3 : 0.1 : 0.7]

for various granularity of resolutions on the WiBehave dataset.

Resolution Scheme mAP

Iou=0.3 Iou=0.4 Iou=0.5 Iou=0.6 Iou=0.7 Avg

{5,7 32,56,72,112} 0.84 0.83 0.81 0.7 0.37 0.71
{5,9,34,58,74,114} 0.81 0.81 0.76 0.71 0.51 0.72
{5,16,48,64,80,128} 0.86 0.85 0.81 0.75 0.51 0.76
{5,24,56,72,88,136} 0.87 0.84 0.83 0.76 0.53 0.77

{5, 16, 48, 64, 80, 128}, higher performances are achieved,
with an average mAP of 0.72 and 0.76, respectively. Notably,
the scheme {5, 24, 56, 72, 88, 136} achieves the highest
average mAP of 0.77, consistently performing well across
various IoU thresholds. The results suggest the significance

TABLE 9
Proposal Pooling Size: mAP at different IoU thresholds in

[0.3 : 0.1 : 0.7] for various proposal pooling size on the WiBehave
dataset.

Number of proposals mAP

Iou=0.3 Iou=0.4 Iou=0.5 Iou=0.6 Iou=0.7 Avg

42 0.34 0.32 0.28 0.23 0.17 0.27
88 0.85 0.84 0.80 0.69 0.44 0.72
178 0.84 0.84 0.82 0.79 0.54 0.77
360 0.89 0.88 0.86 0.76 0.58 0.79

of resolution granularity in the task of TAD. Selecting an
appropriate set of resolutions has an impact on the model’s
performance, as observed in the improved mAP scores with
larger average lengths of resolutions.
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TABLE 10
Balance Factor: mAP at different IoU thresholds in [0.3 : 0.1 : 0.7] for

various balance factors on the WiBehave dataset.

Balance factor α mAP

Iou=0.3 Iou=0.4 Iou=0.5 Iou=0.6 Iou=0.7 Avg

1 0.23 0.20 0.15 0.08 0.04 0.14
6 0.84 0.84 0.82 0.79 0.54 0.77
10 0.46 0.45 0.39 0.32 0.23 0.37

5.5.2 Various Proposal Pooling Sizes

Table 9 illustrates the influence of various proposal pooling
sizes on the WiBehave dataset. The mAP scores are reported
for proposal pooling sizes ranging from 42 to 360. The
proposal pooling size directly impacts the granularity and
coverage of intermediate proposals generated during the
proposal prediction module before non-maximum suppres-
sion.

As can be observed from Table 9, when the proposal size
is set to a relatively small value such as 42, the resulting
mAP score of 0.27 is notably low. This is not surprising since
this limited number of proposals may not adequately cover
the wide range of variations present in action instances. As a
result, the detection performance is compromised. However,
as the proposal size increases to 88, a drastic performance
improvement is observed, with the mAP soaring from 0.27
to 0.72. This substantial increase highlights the importance
of having a sufficient number of anchors to accurately
capture the diverse range of action instances. Furthermore,
with further increments in the number of anchors, such as
in the cases of 178 and 360, the mAP scores continue to
rise, albeit at a slightly slower rate compared to the scheme
with 88 proposals. The scheme with 360 proposals attains
the highest mAP scores across all IoU thresholds, indicating
its effectiveness in accurately localizing actions.

These results emphasize the significance of selecting a
reasonable number of anchors as a crucial hyper-parameter.
A balance needs to ensure the accurate detection of action
instances while avoiding an excessive increase in computa-
tional complexity. By appropriately adjusting the proposal
size, the model can effectively capture diverse action in-
stances and achieve improved performance in action detec-
tion tasks.

5.5.3 Various Balance Factors

Table 10 presents the impact of various balance factors α
(Eq. 13) for the category classification and location regres-
sion losses. The results indicate that the model’s perfor-
mance is quite sensitive to the choice of the balance factor.
When α is set to 1, indicating equal weights for classification
and regression, the average mAP score is remarkably low at
only 0.14. This suggests that equal emphasis on both sub-
tasks at the loss level is insufficient for sensory TAD. A bal-
ance factor of 6 exhibits a drastic improvement over equal
weights, achieving the highest average mAP score of 0.77,
approximately 5.5 times better than that with α = 1. This
indicates that emphasizing the location regression sub-task
more than category classification benefits overall sensory
TAD performance. This finding aligns with the intuition
that accurate category prediction relies on correct proposal

localization. Interestingly, when the emphasis on regression
is further increased, e.g., with a balance factor of 10, themAP
drops to 0.37. Although performance improves compared to
the balance factor of 1, it fails to match the performance
achieved with the balance factor of 6. The above findings
show the importance of carefully selecting an appropriate
balance factor during model training. Placing emphasis on
location regression, with an appropriate intensity as demon-
strated by the balance factor of 6, effectively balances the
two sub-tasks and yields superior detection results.

5.6 Visualization

In Fig. 7, we present spectral maps generated by averaging
sensory channel values from one example in each of the
four datasets. The ground-truth and predicted proposals are
represented by black and orange vertical lines, respectively.
The IoU values of the predicted proposals are also indicated.
The correct categories are shown at the top of each figure.

As expected, the data exhibits meaningful spectral pat-
terns during the acting period, particularly for the sample
from the WiKeystroke dataset (Fig. 7(c)), where the action
period shows a higher amplitude compared to the non-
acting range. This highlights the importance of including the
spectral component in our ATSE encoding. We also observe
that the patterns in the four datasets vary. For instance,
the amplitudes of the two WiFi CSI locomotion samples,
Fig. 7(a) and Fig. 7(b), exhibit fine and drastic changes over
time. In contrast, the amplitude of WiKeystroke (Fig. 7(c)) is
smoother, while the record from SeBehave (Fig. 7(d)) shows
more discrete patterns. These differences can be attributed to
variations in sensor types, sampling rates, and action types.
Nevertheless, our model demonstrates high generality and
adaptability among the four cases from different datasets.
Furthermore, our model is also adaptive to different distri-
butions of actions. Fig. 7(a) depicts a scenario with high-
density actions, while Fig. 7(c) shows sparse actions with
the first half of the records containing non-effective actions.
Despite these variations, our model correctly identifies the
proposals with high IoU scores and associates them with the
respective categories. This demonstrates the high effective-
ness of our model, STADe, and its interpretability.

6 CONCLUSION

While deep neural models have established their dominance
in video TAD, their application to sensory signals presents
distinct challenges stemming from varying sampling rates,
intricate pattern structures, and subtle, noise-prone pat-
terns. In response to these obstacles, we introduce STADe,
a specialized model designed for sensory TAD. STADe
leverages aligned temporal-spectral encoding to adapt fea-
ture representations to both temporal and spectral patterns,
employing deep fusion to accommodate multi-resolution
and multi-scale patterns associated with different sampling
rates. Additionally, we propose an innovative cross-cascade
predictor for proposals and categories, addressing depen-
dencies overlooked by existing methods. Future research
directions include enhancing TAD in sensory signals by
tackling these challenges, thereby unlocking its potential
in a wide array of application domains. Furthermore, we
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create three novel datasets for sensory TAD using various
sensors. These datasets exhibit diverse sensor types, action
categories, and sampling rates, facilitating comprehensive
evaluations of sensory TAD methodologies. We believe that
the release of these datasets will significantly contribute to
future research in sensory TAD.
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